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Abstract

To explore the influence of circadian rhythms on executive function during early adolescence, we administered a battery of executive function measures (including a Go-Nogo task, the Iowa Gambling Task, a Self-ordered Pointing task, and an Intra/Extradimensional Shift task) to Morning-preference and Evening-preference participants (N = 80) between the ages of 11 and 14 years who were tested in the morning or afternoon. Significant Chronotype × Time of Day interactions (controlling for amount of sleep the previous night) revealed that adolescents tested at their optimal times of day performed better than those tested at their nonoptimal times. Implications for our understanding of physiological arousal, sleep, and executive function during adolescence are discussed.

Introduction

Physiological arousal, measured using a variety of biological and behavioral indices (e.g. core body temperature and sleep-wake cycles), rises and falls according to a regular circadian (daily) rhythm that is regulated by the suprachiasmatic nucleus via projections to the noradrenergic nucleus locus coeruleus (Aston-Jones, Chen, Zhu & Oshinsky, 2001). Research has identified both individual differences and developmental changes in the character of this rhythm (e.g. Carskadon, Vieira & Acebo, 1993; Ishihara, Honma & Miyake, 1990; Kim, Ducker, Hasher & Goldstein, 2002), which is influenced by both circadian timing and homeostatic sleep drive (e.g. Mongrain, Carrier & Dumont, 2006).

Individual differences in circadian timing may be reliably and validly estimated in both adults and children using self-report measures in which participants are asked about when during the day they prefer to engage in various intellectual and physical activities (Carskadon et al., 1993; Horne & Östberg, 1976; Kim et al., 2002; Tankova, Adan & Buela-Casal, 1994; Vitiello, Smallwood, Avery, Pascualy, Martin & Prinz, 1986). A substantial literature has now accumulated establishing that young and elderly adults have different time of day preferences (i.e. chronotypes). Most young adults prefer afternoon or evening times, whereas most elderly adults prefer morning times (e.g. Hasher, Quig & May, 1997; Intons-Peterson, Rocchi, West, McLellan & Hackney, 1998; May & Hasher, 1998; Roenneberg, Kuehnle, Juda, Kantermann, Allebrandt, Gordijn & Merrow, 2007).

Circadian fluctuations in arousal may be expected to influence human performance in a wide range of situations, but perhaps especially in those situations that require sustained, effortful cognition. Indeed, research by May, Hasher and colleagues has shown that age-related time of day preferences are related to performance on measures of effortful cognition. In particular, elderly adults (usually, over 50 years of age) have been found to perform better on measures of recognition memory (May, Hasher & Stoltzfus, 1993), verbal problem solving (May, 1999), word span (Yoon, May, Goldstein & Hasher, in press; Yoon, May & Hasher, 2000), and false memory rejection (Intons-Peterson et al., 1998) when tested in the morning (8 or 9 a.m.) compared to late afternoon (4 or 5 p.m.). These time of day differences have also been found among older adults on measures of executive function (EF), which refers to the effortful cognitive control of thought, action, and emotion (Hasher, Zacks & May, 1999). May and Hasher (1998) suggested that these findings reflect the synchrony between test times and elderly participants’ preferred
time of day (i.e. a synchrony effect): Elderly participants’ cognition is best when they are at or near their peak arousal, and it is poorer when they are far from peak arousal. This pattern of better cognitive performance at optimal times of the day has similarly been shown among younger adults (usually 18–25 years of age; Hasher et al., 1999; Hasher, Goldstein & May, 2005).

Another developmental change in circadian rhythms occurs during the transition to adolescence, when many individuals move away from preferring mornings towards preferring evenings (Carskadon et al., 1993; Goldstein, Hahn, Hasher, Wiprzycka & Zelazo, 2007; Ishihara et al., 1990; Kim et al., 2002; Roenneberg, Kuehnle, Pramstaller, Ricken, Havel, Guth & Merrow, 2004). The relative rapidity of this shift, together with normal variation in the timing of the shift, provides a unique opportunity to test both Morning-preference and Evening-preference adolescents at optimal and nonoptimal times of day, controlling for age. To examine the effects of chronotype, time of day, and the synchrony between chronotype and time of day, Goldstein and colleagues (2007) administered measures of fluid and crystallized intelligence to Morning- and Evening-preference adolescents who were tested either during a morning session or an afternoon session. A synchrony effect was found for the fluid-intelligence measures, with better performance at times that matched individuals’ preferences. As part of that study, adolescents were also administered a battery of EF measures and the corresponding data are presented here for the first time.

While EF develops rapidly during childhood, it continues to develop during adolescence in conjunction with the development of prefrontal cortex and related regions of the brain (Olson & Luciana, 2008; Zelazo, Carlson & Kesek, 2008). Individual differences in EF in childhood predict important developmental outcomes, including academic achievement in school (e.g. Blair & Razza, 2007) and cognitive functioning in young adulthood (e.g. Eigsti, Zayas, Mischel, Shoda, Ayduk, Dadlani, Davidson, Lawrence Aber & Casey, 2006). Indeed, impairments in EF are associated with a wide variety of disorders in childhood that interfere with learning and school success, including Attention Deficit Hyperactivity Disorder, Conduct Disorder, and autism, as well as specific problem behaviors, such as physical aggression and substance abuse. Furthermore, there is reason to believe that the development of EF may be especially vulnerable to disruption by a wide variety of perturbations (Zelazo et al., 2008).

We hypothesized that young adolescent participants (ages 11–14 years) tested at their optimal (i.e. preferred) time of day would show better EF than participants tested at their nonoptimal time of day. To provide a reasonably comprehensive assessment of EF, we included measures of three aspects of EF that have been shown to be partially independent in factor-analytic work with adults, and that can be assessed with some specificity: inhibitory control, updating/working memory, and set shifting (Miyake, Friedman, Emerson, Witzki, Howarter & Wager, 2000). Inhibitory control was assessed via a Go-Nogo task (e.g. Davis, Bruce, Snyder & Nelson, 2003), updating/working memory was assessed via the Self-ordered Pointing task (Petrides & Milner, 1982), and set shifting was assessed via the Intra- and Extra-Dimensional (ID/ED) Shift task (e.g. Dias, Robbins & Roberts, 1996). These three measures might be considered measures of relatively ‘cool’ cognitive aspects of EF associated more with activity in lateral prefrontal cortex (Zelazo et al., 2008). In addition, we administered a measure of more orbitofrontal ‘hot’ EF, the Iowa Gambling Task (Bechara, Damasio, Damasio & Anderson, 1994), to capture variations in cognitive control in the context of motivationally significant rewards and losses (e.g. Happaney, Zelazo & Stuss, 2004).

The presence of synchrony effects on these measures would be consistent with previously reported effects on fluid intelligence in this sample, as well as with earlier findings on EF in younger and older adults (e.g. Hasher et al., 1999). Importantly, such findings may shed light on the dynamic interaction between arousal and EF during a key developmental transition.

Method

Participants and recruitment

Using a telephone interview protocol, we administered the Children’s Morningness-Eveningness Preferences scale (CMEP; Carskadon et al., 1993) to 259 young adolescents (132 male, 127 female) ranging in age from 11 to 14 years ($M = 12.48, SD = 1.07$). From this pool of participants, the scores of 41 boys and 39 girls at ages 11 ($n = 20$), 12 ($n = 21$), 13 ($n = 19$), and 14 ($n = 20$) years fell into the two outer quartiles on the CMEP (see Results), and these participants were invited to the lab for further testing. The numbers of participants at each age classified as having morning or evening preferences are presented in Table 1. As reported in Goldstein et al. (2007), we administered the Vocabulary, Block Design, and Digit Span subtests from the WISC-III (Wechsler, 1991) to all participants who came to the lab. These subtests were administered according to the Chronotype × Testing Time design described below, and Morning-
and Evening-preference participants did not differ on any of these subtests.

Design

Twenty participants were assigned to each of four conditions created by crossing chronotype (Morning- or Evening-preference) and testing time (morning or afternoon). Participants of each chronotype were assigned randomly without replacement to a testing time, except that an effort was made to balance the conditions by age and gender. There were no significant differences between those assigned to optimal and nonoptimal testing times in age, gender, duration of sleep the previous night, or parental education levels. All participants were tested during the summer.

Materials

Children’s Morningness-Eveningness Preferences (CMEP) scale

This 10-item, multiple-choice scale was adapted by Carskadon and colleagues (1993) from the widely used Horne-Östberg Morningness-Eveningness Questionnaire (MEQ; Horne & Östberg, 1976). Scores range from 10 (Extreme Evening preference) to 42 (Extreme Morning preference). Cut-off scores for Morningness and Eveningness, based on the outer quartiles of CMEP scores of the telephone sample, were 32 and above for Morning-preference, and 24 and below for Evening-preference.

Go-Nogo task

In this Go-Nogo task (e.g. Davis et al., 2003), a series of letters were flashed on the center of a computer screen. Participants were instructed to respond by pressing the space bar as quickly as possible when they saw any letter except for X, and to withhold responses when presented with an X. The dependent measures were the percentage of errors of commission (incorrect Nogo trials) and omission (incorrect Go trials).

Self-ordered Pointing (SOP) task

In this computerized version of Petrides and Milner’s (1982) SOP task, 12 different pictures were presented on 12 pages subsequently appearing on the computer screen. Each one of the 12 pictures appeared on every screen, but the location changed from page to page. Participants’ task was to click to a different picture on each screen. By pointing to a different picture on each screen, after 12 pages, participants should have pointed to each picture once. The computer program prevented participants from pointing to the same screen position on more than two pages in a row. Two versions of the SOP task were administered: a concrete version displaying specific objects (e.g. pictures of cars), and an abstract version (e.g. pictures of black circles). The dependent measures for each version were the total number of errors participants made over the 12 trials.

Intra- and Extra-Dimensional (ID/ED) Shift task

In the computerized ID/ED Shift task (e.g. Dias et al., 1996), participants first learned to make visual discriminations between two compound stimuli, based on positive or negative feedback from the computer. In this initial phase, participants had to select a particular color or shape consistently. After reaching a criterion of six consecutive correct responses, novel exemplars were introduced (new colors and new shapes) and participants then had to learn to respond to the previously irrelevant dimension (reversal shift). The criterion for passing a phase was to reach criterion at or before 50 trials. The ID/ED Shift task was designed to get increasingly more difficult across eight phases, beginning with simple visual discrimination between stimuli, moving to more complex rule-based discriminations, and finally, constantly alternating discriminations (color rule/ shape rule/ color rule). Participants’ scores were based on the most difficult phase (i.e. highest level) reached.

The Iowa Gambling Task

In this computerized version of the Iowa Gambling Task (Bechara et al., 1994), participants chose cards from any of four decks, two of which offered large rewards but occasional larger losses (disadvantageous overall) and two of which offered low rewards but also lower losses (advantageous overall). In particular, selection of a card from decks A and B resulted in a large reward (i.e. $100 on each trial) but occasional large losses (e.g. $1250 on deck B), whereas selection of a card from decks C and D resulted in a smaller reward (i.e. $50 on each trial) but smaller losses (e.g. $25). Thus, repeated selection of cards from decks A and B resulted in an overall loss of money, whereas repeated selection of cards from decks C and D resulted in an overall profit. Participants received a $2000 credit to start the game. There were 100 trials in total. A net score was calculated for each block of 20 trials by taking the difference between the number of trials on which participants chose an advantageous deck and the number of trials on which they chose a disadvantageous deck.

Procedure

Morning- and Evening-preference participants were randomly assigned to either a morning session (8 to 10 a.m.) or an afternoon session (1 to 3 p.m.). These times were chosen to reflect the limits of the average school day schedule. Participants were administered the CMEP, a sleep questionnaire, and a battery of four EF tasks presented in a counterbalanced order. Testing was
individually administered. Participants were compensated $5 and reimbursed for transportation.

Results

Time of day preferences

Telephone interview assessment

Mean CMEP scores declined (i.e. from Morningness to Evenningness) monotonically with age: 11 years \(M = 29.69; SD = 4.96; n = 59\); 12 years \(M = 27.84; SD = 4.57; n = 73\); 13 years \(M = 27.30; SD = 5.49; n = 70\); 14 years \(M = 26.23; SD = 4.08; n = 57\). The effect of age was reliable, \(F(3, 255) = 5.30, p = .001, \eta^2 = .06\), replicating previous findings (e.g. Kim et al., 2002; Roenneberg et al., 2004). Moreover, the relation between evenness and age was also significant, \(r = .93, p < .001\).

The CMEP was re-administered to the 80 adolescents who came into the laboratory, and laboratory CMEP scores were highly correlated with initial telephone CMEP scores, \(r = .93, p < .001\). The initial CMEP scores were used in all subsequent analyses, following an intent-to-treat approach, because it was on the basis of these scores that participants were invited to the lab. The initial CMEP scores for the 80 participants included in the final sample were as follows: 11 years \(M = 29.80; SD = 6.88; n = 20\); 12 years \(M = 28.48; SD = 6.23; n = 21\); 13 years \(M = 26.79; SD = 7.56; n = 19\); 14 years \(M = 25.50; SD = 6.42; n = 20\).

To examine whether amount of sleep the night before the study varied as a function of our independent variables, we conducted a 2 (Chronotype: Morning-preference vs. Evening-preference) \times 2 (Time of Day: morning vs. afternoon) analysis of variance (ANOVA) with amount of sleep as the dependent variable. This sleep score was computed as the difference between self-reported sleep and rising times on the night before and morning of the laboratory session, respectively. Morning-preference adolescents \(M = 9.40 h, SD = 1.11\) reported longer sleep times than Evening-preference adolescents \(M = 8.72 h, SD = 1.91\), \(F(1, 76) = 3.97, p < .05, \eta^2 = .05\). Also, adolescents tested in the morning \(M = 8.71 h, SD = 1.41\) reported shorter sleep times than adolescents tested in the afternoon \(M = 9.41 h, SD = 1.70\), \(F(1, 76) = 4.11, p < .05, \eta^2 = .05\). Importantly, however, the interaction between chronotype and time of day was not significant \(F < 1\), confirming that adolescents tested at their optimal time of day \((M = 9.00 h)\) did not differ in the amount of sleep from those tested at their nonoptimal time of day \((M = 9.12 h)\). In addition, amount of sleep was not significantly related to any of our dependent variables (see below). A full report of sleep duration as a function of age and chronotype can be found in Table 1. Nonetheless, as an extra precaution and in an attempt to begin to account for the role of sleep in cognition, we entered reported sleep duration as a covariate into subsequent analyses. Controlling for sleep duration did not change the results.

Executive function measures

We calculated an overall EF composite score by standardizing the scores for Go-Nogo percentage of commission errors, Iowa Gambling Task net score, SOP total number of errors on the concrete version, and ID/ED Shift task highest level reached, and creating a standardized composite score from the mean of the z-scores. A 2 (Chronotype) \times 2 (Time of Day) ANCOVA with sleep the previous night as a covariate revealed a highly significant Chronotype \times Time of Day interaction, \(F(1,79) = 12.14, p < .001, \eta^2 = .138\). Post-hoc Least Squared Differences (LSD) analyses revealed effects of chronotype in participants tested in both the evening \((LSD = .3633, p < .05)\) and morning \((LSD = .5193, p < .01)\) sessions: Evening-preference individuals outperformed Morning-preference individuals on overall EF during afternoon sessions, whereas Morning-preference individuals outperformed Evening-preference individuals on overall EF during morning sessions. Also, effects of time of day emerged in Evening-preference \((LSD = .4357, p < .05)\) and Morning-preference \((LSD = .4468, p < .05)\) participants; Evening-preference individuals tested during afternoon sessions outperformed Evening-preference individuals tested during morning sessions on overall EF, whereas Morning-preference participants tested during morning sessions outperformed Morning-preference individuals tested during afternoon sessions on overall EF (see Figure 1).

We also analyzed data from each EF measure separately to explore which measures might be contributing to the synchrony effect on overall EF. In general, only significant results are reported.

Figure 1: Executive function composite scores (based on Go-Nogo task, the Iowa Gambling Task, Self-ordered Pointing task [concrete version], and the Intra/Extradimensional Shift task; see text for details), as a function of chronotype and time of day. Error bars represent standard errors.
Go-Nogo task
A trend towards significance emerged for the Chronotype × Time of Day interaction in percentage of commission errors, $F(1, 79) = 3.43, p < .07, \eta^2 = .044$, and percentage of total errors (commission and omission), $F(1, 79) = 3.779, p < .06, \eta^2 = .048$ (see Figure 2A). Post-hoc LSD tests revealed an effect of time of day for Morning-preference individuals on both percentage of commission errors ($LSD = .044, p < .05$) and percentage of total errors ($LSD = .358, p < .05$); Morning-preference individuals tested during morning sessions committed fewer errors than Morning-preference individuals tested during afternoon sessions.

Iowa Gambling Task
There was a significant Chronotype × Time of Day interaction on overall net score (across 100 trials), $F(1, 79) = 4.178, p < .05, \eta^2 = .052$ (see Figure 2B). Post-hoc LSD tests indicated that there was an effect of chronotype for morning testing sessions ($LSD = 3.759, p < .05$); Morning-preference individuals obtained higher overall net scores than Evening-preference individuals when tested during morning sessions.

SOP task
A significant Chronotype × Time of Day interaction was revealed for the number of errors on the concrete version, $F(1, 79) = 4.812, p < .05, \eta^2 = .06$ (see Figure 2C); no significant differences were shown for the abstract version, $F(1, 79) = .000, ns$. Post-hoc LSD tests revealed an effect of time of day for Morning-preference individuals ($LSD = -.650, p < .05$), but not for Evening-preference individuals ($LSD = .30, ns$); Morning-preference individuals tested during morning sessions made fewer errors than Morning-preference individuals tested in the afternoon.

ID/ED Shift task
A trend towards significance emerged for Chronotype × Time of Day interaction for the highest level reached, $F(1, 79) = 3.556, p < .06, \eta^2 = .045$ (see Figure 2D). Post-hoc LSD tests revealed an effect of time of day for Evening-preference individuals ($LSD = -6.600, p < .01$); Evening-preference individuals tested during afternoon sessions reached higher levels than Evening-preference individuals tested during morning sessions.

Discussion
The aim of the current study was to explore the effect of Chronotype × Time of Day synchrony on EF during a developmental period marked by a shift towards Eveningness (e.g. Ishihara et al., 1990; Kim et al., 2002; Roenneberg et al., 2004). Our findings extend previous literature showing a difference in cognitive performance when participants are tested at optimal versus nonoptimal times of day (Goldstein et al., 2007; Hasher et al., 1999). Participants tested at their optimal time performed better on a composite measure of EF, as well as on individual measures of affective decision-making (the Iowa Gambling Task) and working memory (the SOP task, concrete version). Trends were observed for
measures of inhibitory control (Go-Nogo) and shifting (ID/ED Shift).

Whereas most previous research has compared young Evening-preference adults to elderly Morning-preference adults (e.g. Hasher et al., 1999; Intons-Peterson et al., 1998; May & Hasher, 1998), the current study capitalized on the chronotypic variability during early adolescence and included both Morning-preference and Evening-preference participants within each age group. As with our previously reported findings for fluid intelligence (Goldstein et al., 2007), the current findings reveal synchrony effects that are not confounded with age.

The importance of sleep for cognitive function is well documented in both adults (e.g. Durmer & Dinges, 2005; for a review, see Dahl, 2004) and adolescents (Wolfson & Carskadon, 1998). In addition to controlling for age, we also controlled for self-reported sleep on the night prior to participants’ visit to the lab. Participants with evening preferences did report less sleep than those with Morning preferences, consistent with a large body of previous findings (e.g. Carskadon et al., 1993; Laberge, Petit, Simard, Vitaro, Tremblay & Montplaisir, 2001; Saleh, Dahl, Shahar & Rosenblat-Stein, 2009; Wolfson & Carskadon, 1998), and participants tested in the morning reported less sleep than participants tested in the afternoon (suggesting that they may have awakened early in order to participate in the study). Sleep duration on the night prior to testing did not differ between optimal and nonoptimal testing times, however, and sleep duration had no effect on children’s performance. Moreover, synchrony effects were found for both Evening-preference participants tested in the morning and for Morning-preference participants tested in the afternoon. Nonetheless, in order better to differentiate between homeostatic and circadian arousal influences on EF, future studies investigating the role of synchrony between circadian arousal and testing time would benefit from the imposition of a week-long sleep schedule prior to the testing session, as well as the inclusion of measures of homeostatic processes pertaining to sleep (e.g. dissipation of homeostatic sleep pressure; Mongrain et al., 2006; for a review, see Dijk & Archer, 2009). Imposing a sleep schedule that is in accord with participants’ preferred schedule would help reduce sleep debt and allow for a cleaner assessment of synchrony effects than was possible in the current study (which only assessed sleep duration on the night prior to testing).

It should be noted that all participants in the current study were tested during the summer, when adolescent sleep patterns (and potentially circadian rhythms) are more self-regulated and less susceptible to constraints from school day start times, potentially leading to less sleep deprivation when compared to during the school year (e.g. Roenneberg et al., 2004, 2007). That said, however, the main effects of chronotype and time of day on amount of sleep (greater for Morning-preference participants and for participants tested in the afternoon) suggest that there was a degree of circadian misalignment even during the summer.

The influence of arousal on cognitive function has long been recognized (for review, see Carrier & Monk, 2000; Yerkes & Dodson, 1908), and this influence may be particularly pronounced in school children (Guérin, Boullenguez, Reinberg, Di Constanzo, Guran & Touitou, 1991; Montagner, Restoin, De Roquefeuil & Djakovic, 1992; Montagner & Testu, 1996; Reinberg, Ugolini, Motohashi & Drawigny, 1988). The synchrony effects reported here support the assumption that EF is an effortful process, dependent on arousal. The nature of this dependence has recently been explored in the context of several lines of research, including work on ego depletion (for a review, see Gailliot, Baumeister, DeWall, Maner, Plant, Tice, Brewer & Schmeichel, 2007), work on ‘hot’ EF (e.g. Prencipe, Keseck, Cohen, Lamm, Lewis & Zelazo, 2011), and work on the integration of emotional processing and EF (e.g. Blair & Dennis, 2010; Calkins & Marcovitch, 2010). Physiological arousal has been shown, for example, to affect self-regulation in several domains, including appetite regulation (Baumeister, Bratslavsky, Muraven & Tice, 1998) and the suppression of stereotypes (Richeson, Trawalter & Shelton, 2005). These findings, like those reported here, highlight the need to consider the way in which EF interacts with arousal and related processes, such as motivation (e.g. Hull, Wright & Czeisler, 2003).

The current data suggest that variations in arousal affect multiple aspects of EF, as assessed by both hot and cool EF measures. The Iowa Gambling Task is a classic measure of hot EF associated with risk-taking behavior, and it has been linked to neural activation of medial orbitofrontal cortex (Bechara et al., 1994; Cohen, Heller & Ranganath, 2005; Ursu & Carter, 2005). A synchrony effect was observed for the Iowa Gambling Task, such that young adolescents tested at their optimal time outperformed their peers tested at their nonoptimal time. Participants tested at nonoptimal times chose more frequently from disadvantageous decks where they earned more rewards on every trial but suffered larger losses in the long run.

The SOP task, in contrast, is a relatively cool measure of working memory, which has been related to neural activity in dorsolateral prefrontal cortex (Petrides & Milner, 1982). Although no synchrony effect was found for the abstract version of the SOP, a clear synchrony effect was revealed for the concrete version. A possible explanation of this dissociation is that the abstract stimuli, which are difficult to label, are less likely to elicit an analytic strategy, as opposed to a more holistic and intuitive approach (e.g. Chaiken & Trope, 1999; Stanovich, 2009). Evidence from the time of day literature (e.g. Bodenhausen, 1990; Hasher et al., 1999; Yoon, 1997) suggests that both younger and older adults tend to use a more detailed and analytic processing strategy at optimal times, and tend to use more schema-based, heuristic processing at nonoptimal times.
In contrast to both the Iowa Gambling Task and the concrete version of the SOP task, there were only trends towards significant effects for the Go-Nogo and ID/ED tasks. Nonetheless, taken together, the current data are consistent with an influence of circadian fluctuations in arousal on measures of effortful cognition, and encourage further research on the practical implications of these influences on children’s behavior (e.g. Goldstein et al., 2007). For example, adolescence is a period of increasing autonomy and self-regulatory demands that is often accompanied by risky behavior and poor decisions that can have lifelong negative consequences (e.g. Dahl, 2004; Ernst & Hardin, 2010; Steinberg, 2005; Steinberg, Graham, O’Brien, Woolard, Cauffman & Banich, 2009; Van Leijenhorst & Crone, 2009). One factor contributing to the high incidence of such risky behaviors may be the continued immaturity of EF. A possible implication of the current findings, however, is that executive dysfunction in school settings may result, at least in part, from a mismatch between changing school demands (e.g. earlier school start times) and children’s rapidly changing chronotypes (i.e. a change toward eveningness) during the transition to adolescence. That is, adolescents’ EF in school may be especially likely to be compromised in the morning. In any event, these results, as well as previous findings on self-regulation under external and internal constraints (e.g. Vohs & Heatherton, 2000), underscore the fragility of EF – the fact that it seems especially sensitive to disruption from a variety of perturbations.

An important aspect of EF is the ability to respond flexibly and adaptively in situations that prime mal-adaptive and/or prepotent responses, leading to impulsive acts and errors in judgment. In these cases, highly salient information often introduces an element of emotion that can cloud otherwise good judgment. Adolescence may mark a period of particular vulnerability to such errors, in part because the transition to adolescence is often accompanied by a new set of challenging emotional experiences, related to puberty, which may further undermine emerging cognitive control. In future research, it would be useful to assess puberty directly, rather than relying on age. Understanding the possible role of circadian synchrony on EF during puberty may shed light on the dynamic interaction between arousal and EF during a key developmental transition, providing insight into individual differences in educational achievement and the possible onset of behavioral problems.
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